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Abstract

We present several ways of integrating the Depth
information to the color in order to predict leaf instances
via the segment anything model.

1. Introduction

In this communication, we focus on the segment
anything model (SAM) [9] that we consider for a
segmentation task in plant science with RGB-Depth
cameras. These cameras produce color images registered
with a Depth map corresponding to the distance from the
sensor. The added value of Depth images produced by
low-cost cameras has been first demonstrated in [2] for leaf
segmentation. The architecture of plants with replicated
leaves at different locations along the stems suits the range
contrast of Depth cameras and this imaging modality
became a standard in plant imaging over the years as
illustrated in several reviews [12, 11]. We propose such an
investigation here to adapt SAM to RGB-Depth images.
As computer vision problem in plant science, we consider
instance segmentation of seedling leaves. Seedling is an
important stage of development of plant as it includes the
deployment of the first leaves which conditions the success
of the growth toward adult plants. As most related work,
we can point to the numerous adaptations of SAM to
specific domains of application [15, 21] and our proposal
can be considered as a new contribution in this trend in the
scope here of plant sciences. The fusion of RGB and Depth
with Deep learning has been mostly investigated with a
variety of architectures including CNN [20, 22], LSTM
[1, 7], Transformers [18, 14, 7]. As most related work, the
monitoring of seedling with RGB-Depth has been

investigated for classification of development stage [7] and
tracking of individual seedling [3] and we propose an
extension of these works to the instance segmentation of
individual leaves. As a pilot study on the use of SAM for
multimodal data in plant science, several choices are made
arbitrarily for a first proof of feasability. These choices
could of course be revisited to extend this work.

2. Materials and methods

We settled a grid of low-cost RGB-Depth sensors to
acquire sequences of images at a defined sample rate as
done in [3, 7, 16]. Different species at seedling stages were
observed with different environmental and temporal
conditions: Cabbage with one image each 15 minutes in a
same a day, Pepper with 1 image per day during 18 days
and Komatsuna [19] with 4 images per day during 15 days.
Cabbage dataset is useful to study performance trend on
short term and Cabbage and Komatsuna for long-term
developments. We investigated 3 different ways of
injecting the Height information into the RGB image using
SAM [9]. A global pipeline of fusion strategies is
presented in Fig. 1. Height information can be given as an
input of the model. The image encoders ViT-B, ViT-L and
ViT-H provided with SAM [5] are built for RGB data and
require a 3-channels input format. To be able to use these
models despite the addition of the Height channel, we need
to have a way of dimension reduction from 4 to 3 channels.
As early fusion strategy, we propose here to use Height as
a multiplicative filter applied to the 3 color channels. This
method is a way of giving more weight to image areas with
significant Height from top view. As intermediate fusion
strategy, we tested a combination of RGB and Height
within the model itself. Rather than operating a dimension
reduction of information channels, we propose here to



Figure 1. Pipelines of the different proposed strategies of fusion.

encode both RGB and Height images separately. Once the
image embedding is obtained for each modality, a local
combination is done as shown in Fig. 1. A final
RGB-Height embedding is obtained by a weighted mean
between RGB and Height embeddings with a 3

4 : 14 ratio
respectively, to match the number of channels of each
component. As late fusion strategy, we post-process
instances produced by SAM with RGB inputs via Height.
This simply corresponds to the filtering of instances which
appear too low in Height.

3. Results

A first overall outcome is the absence of significant
differences of performance obtained with the different
encoder ViT-B, ViT-L and ViT-H models provided with
SAM. The use of the lightest model in terms of parameters,
i.e. ViT-B, therefore seems more appropriate. A complete
prediction result for each dataset is provided in Table 1
with Vit-B. For the three datasets, there is a systematic gain
in fusing RGB and Depth by comparison with the sole use
of Depth or RGB in SAM. The late fusion provides the
best results by comparison with early and intermediate
ones. We also investigated the combination of late fusion
with one of the other fusion. The combination of
intermediate and late fusion provides an improvement by
comparison with the sole late fusion. The results show a
rather large standard deviation on all the segmentation
metrics for medium and long-term datasets, e.g. Pepper
and Komatsuna. This can be explained by the very
different stages of growth within each of these datasets.

Fusion strategy AP (%) AP75 (%) AP50 (%) Dice (%)

C
ab

ba
ge RGB - Baseline 10.7±1.4 15.6±2.6 16.7±2.2 20.0±1.0

Depth 7.1±1.6 18.2±4.5 38.2±7.6 16.2±4.1
Early 10.4±1.7 13.0±2.8 16.3±2.7 18.3±1.5

Intermediate 13.9±2.2 26.4±4.0 28.0±3.5 26.8±2.1
Late 22.6±2.9 47.4±7.1 51.9±5.7 85.9±1.8

Pe
pp

er RGB - Baseline 7.9±4.0 15.9±9.6 16.5±9.9 27.7±20.2
Depth 0.1±0.2 0.1±0.2 0.3±0.5 10.5±9.5
Early 6.5±3.2 11.5±8.5 12.4±8.9 26.8±21.5

Intermediate 6.6±4.2 14.6±11.4 14.8±11.5 28.0±22.1
Late 17.0±7.2 43.0±18.6 44.1±19.1 78.8±15.6

K
om

at
su

na RGB - Baseline 7.1±3.7 10.8±7.1 12.2±7.3 24.3±17.0
Depth 3.7±4.8 0.4±0.9 14.5±16.0 11.7±11.1
Early 7.3±4.1 15.1±11.7 16.9±12.2 24.1±16.2

Intermediate 5.9±4.3 11.5±11.9 12.5±11.9 23.8±16.9
Late 9.8±6.2 21.4±17.2 23.8±17.4 52.4±33.3

Table 1. Overall segmentation results depending on fusion
strategies for all datasets using SAM with ViT-B encoder. The
average precision (AP) [10] is computed with different thresholds
applied to intersection-over-union (IoU) [8] scores. AP50

(PASCAL VOC metric [6]) and AP75 (strict metric) are obtained
with thresholds of 0.5 and 0.75 respectively. AP metric (primary
COCO challenge metric [13]) is the area under the Precision-
Recall curve with IoU thresholds from 0.50 to 0.95 with a step
of 0.05. Dice is the standard Dice-Sorensen coefficient, i.e. twice
the IOU between ground truth and leaf instance over the cardinal
of the ground truth plus cardinal of leaf instance [4, 17].

For both Pepper and Komatsuna datasets, the timelapse
begins at the cotyledon stage, when very few Depth
contrast is present and continues through to the adult stage
with a large number of leaves and much more contrast in
Depth. The evolution of the segmentation performance as a
function of plant growth stage is relevant. The performance
of late fusion is always better but this superiority is small at
the beginning and expands when Height becomes more
contrasted. Convergence to a performance plateau is much
faster with the injection of Height. This is illustrated in
Fig. 2 but was systematically observed for all the tested
metrics and datasets. Non surprisingly, this demonstrates
that the addition of Height information is beneficial as soon
as the canopy height is sufficient.

Figure 2. AP75 as a function of growth stage represented by time,
canopy surface and height.

4. Conclusion

Combination of RGB and Depth in SAM is
systematically valuable to predict leaf instances.
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