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Abstract

In the wheat nutrient deficiencies classification chal-
lenge, we present the DividE and EnseMble (DEEM)
method for progressive test data predictions. We find that
(1) test images are provided in the challenge; (2) samples
are equipped with their collection dates; (3) the samples of
different dates show notable discrepancies. Based on the
findings, we partition the dataset into discrete groups by
the dates and train models on each divided group. We then
adopt the pseudo-labeling approach to label the test data
and incorporate those with high confidence into the train-
ing set. In pseudo-labeling, we leverage models ensemble
with different architectures to enhance the reliability of pre-
dictions. The pseudo-labeling and ensembled model train-
ing are iteratively conducted until all test samples are la-
beled. Finally, the separated models for each group are uni-
fied to obtain the model for the whole dataset. Our method
achieves an average of 93.6% Top-1 test accuracy in the
challenge (94.0% on WW2020 and 93.2% on WR2021).

1. Introduction
Precise fertilization to crops is essential for sustainable

agriculture, e.g., maximizing crop yields while reducing the
negative environmental impacts of fertilizers [7, 4, 1]. To re-
alize this, accurate soil nutrient assessments are imperative.
In light of this, a novel dataset tailored for wheat nutrition
deficiency classification has been introduced, diverging sig-
nificantly from conventional ones predominantly focused
on object recognition [2]. This initiates a unique classifi-
cation task that demands accurate predictions of soil nutri-
ent conditions through nuanced variations in crops, which is
different from existing tasks [5, 8]. The intrinsic challenges
within this novel dataset necessitate the development of in-
novative algorithms or models.

In this report, we propose the Divide and Ensemble strat-
egy (DEEM) to progressively predict the labels of testing
data. We observe that each sample is named with its cor-

Figure 1. The first two images originate from the training set, col-
lected on varying dates but have the same label: unfertilized. The
last image is from the test set with the collection date in the name.

responding collection date and the samples with different
dates exhibit significant differences, indicating the domain
gaps between them (see Figure 1). To mitigate such gaps
and facilitate effective model training, we first split a dataset
based on the dates and deal with each split separately.

Initially, we employ the original training samples to ob-
tain the preliminary model. Leveraging this model and
the testing images available in the challenge, we progres-
sively allocate pseudo-labels to test samples, subsequently
integrating these labeled samples into the iterative train-
ing paradigm [6]. This strategy ensures a phased inclusion
of the test samples into the model, progressing from easy
to hard ones. To mitigate the potential risk of overfitting
or bias inherent in a single model, we adopt the idea of
the models ensemble in pseudo-labeling, a well-recognized
strategy for improving performance across a broad spec-
trum of tasks [3]. Specifically, we utilize a variety of mod-
els characterized by distinct architectures, such as ResNet
and EfficientNet, each operating as a specialized expert in
tackling the given classification problem. These “experts”
collaborate in determining the most plausible pseudo-label
for each test sample through majority voting criteria: All
experts have the same prediction or only one expert is di-
verged in prediction. The rest test samples will not be as-
signed pseudo-labels in this round. This strict criterion en-
sures a high probability of label correctness. Incorporating
these accurately labeled test samples into the training set al-
lows for the constant refinement of the ensembled models,
resulting in an iterative label assignment for the entire test



Figure 2. The overall framework of our proposed method. For each grouped data after date-based splitting, we train multiple experts and
gradually assign pseudo-labels to testing samples. The labeled testing samples are incorporated into the original training set and update
multi-experts iteratively. The model in each grouped data are treated as one branch for the whole dataset and are unified together. In the
inference, the collection date of the testing sample is used to select the appropriate branch for feature extraction and class prediction.

dataset and ensuring optimal predictions for each split. Fi-
nally, we unify the models from different splits to obtain the
final model for the whole dataset.

In the experiments, we obtained an impressive average
accuracy of 93.6% in the given test data, with scores of
94.0% and 93.2% for WW2020 and WR2021, respectively.
Further details of the DEEM framework and an analysis of
some key factors are explored in Section 2 and 3.

2. Method

In this section, we present the details of our method.
It consists of three major components: Dataset splitting,
pseudo-labeling with the models ensemble, and the incor-
poration of test samples followed by new iterative training.
The overall framework is shown in Figure 2.

2.1. Date-based Splitting and Modeling

Suppose the dataset is denoted as D = [Dtrain,Dtest].
Dtrain = {(xi, ai, yi)}Ntrain

i=0 , where xi is the RGB im-
age, ai is the accompanied names with the structure of
“date sequence.jpg” and yi is the corresponding label.
Ntrain denotes the number of training samples in the
dataset. Dtest = {(xi, ai)}Ntest

i=0 is the testing set with only
the RGB images and the image names.

Based on the image name ai, we extract the “date” at-
tribute from each sample and derive a date set defined
as S = (date1, ..., dateM ). Leveraging this set S, we
group the training and testing samples with the same col-
lection date, thereby constituting the newly grouped dataset
Dm = [Dm

train,Dm
test],m = 1, ...,M .

Rather than train the model directly on the whole dataset,
we instead train models f with the training samples in

each grouped dataset Dm. Predictions for the testing sam-
ples are thus separately made in each group. For sim-
plicity, we consider one grouped dataset for illustration
and adopt the same notation as the whole dataset D =
[{(xi, ai, yi)}Ntrain

i=0 , {(xi, ai)}Ntest
i=0 ].

2.2. Pseudo-Labeling with Models Ensemble

To predict the labels of testing samples in Dtest =
{(xi, ai)}Ntest

i=0 , we consider models with different architec-
tures such as ResNet50 and ResNext50, which are trained
utilizing the training set Dtrain = {(xi, ai, yi)}Ntrain

i=0 . The
obtained initial models are denoted as F0, · · · ,FE and each
of the models is a specialized expert in addressing the nu-
trient deficiencies problem. Rather than predicting the final
labels to all the testing samples directly, we progressively
assign pseudo-labels to the test samples, incorporating them
into an iterative training paradigm.

Take one test sample xi as an example. Each expert Fe

outputs the probability distribution pei = Fe(xi). The po-
tential label ŷei is the class with the largest value in pei . We
thus obtain a set of predicted labels from all models, de-
noted as {ŷei , e = 1, ..., E}. The pseudo-label of xi is fi-
nally determined based on the criteria outlined below:
Case 1. Consistent predictions are observed across dif-
ferent experts F0, · · · ,FE , resulting in a uniform labels:
ŷ0i = ŷ1i · · · = ŷEi . This scenario suggests a stable and
robust prediction for sample xi. Assuming the number of
experts is sufficiently large, this label is likely to be accu-
rate. Thus, we directly assign this label to xi, treating it as
the true label. This process results in the labeled testing set
D1

test = {(xi, ai, ŷi)}
N1

test
i=0 when considering different sam-

ples together, where N1
test denotes the number of labeled

samples in this case and ŷi is the assigned pseudo-label.



Case 2. Discrepancies emerge in the predictions made by
experts F0, · · · ,FE . The samples with different predic-
tions are intrinsically challenging to classify, lying near the
boundaries of distinct categories. The “hard samples” may
be correctly classified by one model while being misclassi-
fied by another, highlighting their critical role in enhancing
model performance.

In this case, it is noted that despite the divergence in Top-
1 predictions, Top-2 predictions are often aligned. For in-
stance, one expert predicts (5, 4) while another expert pre-
dicts (4, 5), suggesting a narrow range where the true label
likely falls. If E − 1 in E experts predict exactly the same
Top-2 labels, we then select the most frequently occurring
label as the potential pseudo-label. To further substantiate
the correctness of predicted labels, a feature similarity anal-
ysis is employed. It requires the extraction of features from
the test sample xi and all samples in the training set Dtrain.
Then, the cosine similarities between testing and training
features are calculated. The Top-k training instances with
the least distances are selected and their labels are collected.
This process enables the validation of whether the most oc-
curring label in the Top-k aligns with the potential pseudo-
label above, confirming the label consistency in both prob-
ability and feature domains.

This strict method promises a highly accurate label as-
signment. Considering all test samples together, we ob-
tain the labeled samples D2

test = {(xi, ai, ŷi)}
N2

test
i=0 , where

N2
test denotes the number of labeled samples in this case.

Case 3. In scenarios where the above conditions are unful-
filled, no label is assigned in the current iteration.

2.3. Test Samples Incorporation

Following this, we use the newly labeled samples from
D1

test and D2
test to update the training dataset Dtrain, cre-

ating Dupdate
train . We then retrain the ensembled models

F0, · · · ,FE on this updated dataset by following the previ-
ous training protocols. This process is repeated iteratively
to gradually assign pseudo-labels to all test data.

2.4. Final Model and Inference

After assigning pseudo-labels to all test data, we train a
final model for each data split, saving the last epoch check-
point. The model for the whole dataset is structured with
branch models from different splits, chosen based on the
sample date. In inference, the test sample name is input to
extract the date, which automatically guides the appropriate
branch selection for feature extraction and class prediction.

3. Experiments
3.1. Dataset and Evaluation Metric

The wheat nutrient deficiencies dataset consists of two
parts collected in different years, i.e., WW2020, and

Method WW2020 WR2021 Average

Swin v1 [7] 80.6 83.8 82.2
DenseNet-161 [7] 78.8 87.0 82.9
Swin v2 [7] 83.5 86.3 84.9
Swin v2 s 1 79.5 84.0 81.7

DEEM (Ours) 94.0 93.2 93.6

Table 1. Top-1 accuracy (%) on the test set.

WR2021. Each part comprises 1332 training images and
468 test images. There are seven categories representing
various nutrient deficiency cases: NPKCa+m+s, NPKCa,
PKCa, N KCa, NP Ca, NPK , and unfertilized. The objec-

tive is to accurately predict the test sample labels utilizing
the data at hand. The performance metric employed in this
challenge is the Top-1 accuracy, measured across both test
sets derived from the two datasets.

3.2. Implementation Details

Our method is grounded on the given codebase. We
split both WW2020 and WR2021 into three groups
based on the distinct dates in each part. Specifically,
we obtain group “20200314”, “20200422”, “20200506”
for WW2020, “20200314”, “20210314”, “20210506” for
WR2021. Each group evenly consists of a third of the total
training and testing samples. For the model training on each
group, we adopt ResNet-50, ResNet-101, ResNext50, and
EfficientNet v2 s, thereby setting the expert number (E) to
four. The images are resized to 1135 and the batch size
is 8. The original optimizer SGD is replaced with Adam
and the learning rate is set as 1e-3. The weight decay is
also set as 1e-3. The scheduler is “ReduceLROnPlateau”
with patience of 3, and the factor is changed to 0.5. For
data augmentation, we adopt the “RandomRotation(180)”,
“RandomHorizontalFlip()”, “RandomVerticalFlip()”, mean
and variance normalization, and “RandomErasing()”. The
Top-k in Section 2.2 (Case 2) is set as 10. The above con-
figuration is applied to all models across different splits.

3.3. Results

We report our final results and a variety of baselines from
work [7] in Table 1. We also include the baseline pro-
vided in github 1. Compared with the best-performing base-
line which achieves 84.9% in Top-1 accuracy, our DEEM
method attains 93.6% Top-1 accuracy on the test, which is
8.7% higher. More specifically, we achieved 10.5% higher
in WW2020 and 6.9% higher in WR2021.

3.4. Ablation Study

In this part, we choose WW2020 and study different
components of our method. We randomly reserved 200

1https://github.com/jh-yi/DND-Diko-WWWR

https://github.com/jh-yi/DND-Diko-WWWR


Split 20200314 202000422 20200506 Average

Whole model 85.7 90.5 93.8 90.0

Individual model 90.9 93.7 96.7 93.8

Table 2. Top-1 accuracy (%) between individual models and whole
model on the validation set.

Split 20200314 202000422 20200506 Average

DV 90.9 93.7 96.7 93.8

PL 98.7 100.0 100.0 99.6

Table 3. Top-1 accuracy (%) between “direct voting (DV)” and
“progressive learning (PL)” on the validation set.

samples from the 1332 training samples for validation.
Separation or Unification. We first study the benefits of
splitting the dataset based on the collected date of each sam-
ple. We adopt the RestNet50 as the backbone and train indi-
vidual models for three groups. We also train one model on
the whole WW2020 dataset. The performance on validation
samples is detailed in Table 2.

Take the “20200314” group as an example, the method
trained on separate groups exhibits a higher validation ac-
curacy, increasing from 85.7% to 90.9%. This indicates that
more data does not necessarily bring gains in performance
and the domain gaps between the samples collected on dif-
ferent dates will hurt the training of models.
Direct voting and progressive learning. We investi-
gate the impact of the progressive learning approach with
pseudo-labels. Specifically, we first directly predict the la-
bels for all the validation data with model ensembles (Direct
voting). We then adopt the pseudo-labeling strategy in this
report and assign labels to the validation data. We gradu-
ally incorporate the labeled samples into training until all
validation samples are labeled (Progressive learning).

The results of two cases are recorded in Table 3. The
progressive learning strategy consistently achieves better re-
sults across all splits. For example, the “PL” obtains 99.6%
in accuracy, which is 5.8% higher than direct voting. Such
results validate the effectiveness of our designed progres-
sive pseudo-labeling strategy.
Number of Experts. We study the varying number of ex-
perts on the final performance. Specifically, we adopt 1-5
experts from {ResNet50, ResNext50, ResNet101, Efficient-
Net v2 s, Regnet y 400mf} in sequence to perform the pro-
gressive pseudo-labeling. The results are shown in Table 4.

We observe that with the increased number of experts,
the results of the validation samples are improved from
94.2% to 99.6%. The performance remains stable when the
number is large enough. Thus, four experts were chosen in
our experiments.

Number 20200314 202000422 20200506 Average

1 92.2 93.7 96.7 94.2

2 96.1 96.8 100.0 97.6

3 98.7 98.4 100.0 99.0

4 98.7 100.0 100.0 99.6

5 98.7 100.0 100.0 99.6

Table 4. Top-1 accuracy (%) with different number of experts.

4. Conclusion
In this study, we introduce the DEEM approach for the

wheat nutrient deficiencies challenge. Initially, we split
the dataset into distinct groups, facilitating dedicated model
training in each group. Subsequently, we employ a model
ensemble strategy for test samples pseudo-labeling, fol-
lowed by the iterative inclusion of labeled test samples and a
new round of model training. In the experiment, our method
achieves an average of 93.6% Top-1 accuracy on the test set.
We hope that our work can provide some insights into future
work in this area.
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