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Abstract

Deep learning based methods have shown powerful per-
formance in the area of computer vision tasks. However,
previous works focus on human daily life to derive a con-
venience service, not on the agricultural domain. To this
end, the ICCV 2023 CVPPA challenge establishes a large
dataset and benchmarks for the semantic interpretation of
images of real agricultural fields. Specifically, one has to
predict a semantic segmentation of sugar beets and weeds,
but also an instance segmentation of crops and an instance
segmentation of the leaves. In the report, we introduce our
method used in the challenge, achieving the best test set per-
formance. Mask2former, one state-of-the-art universal net-
work for semantic interpretation, is adopted as our baseline
model. We make two copies of the original transformer de-
coder to provide a simultaneous instance segmentation of
the whole object and each part. During training, we use ro-
tation augmentation to perform offline data expansion due
to the limitation of the labeled data, and we add random re-
size and random crop to perform online data augmentation
to improve the generalization of the model. Furthermore,
we design different test-time augmentation for different vi-
sual prediction results. Finally, our method achieves a PQ+
of 82.62, surpassing others by a large margin.

1. Introduction
In the coming decades, the agricultural production of

food, feed, fiber, and fuel will face a number of difficulties.
In order to overcome these difficulties, vision-based percep-
tion systems on drones could give tools for making judg-
ments about field management that are better and more sus-
tainable as well as support tools for breeding new types of
crops by accurately predicting plant attributes. To this end,
the ICCV 2023 CVPPA challenge presents a large dataset
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for plant segmentation providing accurate instance annota-
tions at the level of plants and leaves [7]. Specifically, one
has to predict a semantic segmentation of sugar beets and
weeds, but also instance segmentation of crops and leaves.

To solve the challenge, we introduce data-level, model-
level, and prediction-level strategies to address the limita-
tion of the labeled data, the ability to get phenotypic infor-
mation of the whole crop but also more fine-grained infor-
mation, and better performance improvements, respectively.
We first use the rotation of 90 degrees, 180 degrees, and
270 degrees for offline data expansion, deriving four times
training data. Then, we adopt random resize, random crop,
and random horizontal flip for online data augmentation.
For the basic backbone, we adopt an adapter proposed in
[1] to inject the image-related inductive bias into the model
BEiTv2-Large [5], which can compensate for the shortcom-
ings of the vision transformer and achieve comparable per-
formance to vision-specific models. Mask2former, a univer-
sal image segmentation architecture that outperforms spe-
cialized architectures across different segmentation tasks,
is employed as our baseline model. Additionally, we add
a parallel transformer decoder to perform an instance seg-
mentation of the leaf, while the original transformer de-
coder is utilized to make an instance segmentation of the
whole crop. We use the COCO-trained [3] weight to initial
our model, improving the basic performance while reducing
the training time. The additional leaf transformer decoder
uses the copied pre-trained weight to initial, the same as the
crop transformer decoder. During inference, we design var-
ious test-time augmentation techniques for various visual
results. Hard voting, following the rule of majority rule,
is used to merge the prediction of semantic segmentation.
Large-size testing, using 1.25 times the original training
size to derive a better panoptic segmentation of the whole
crop. Weighted boxes fusion (WBF) [6] and mask voting
based on multi-scale and flipping inference is utilized in the
panoptic segmentation of the leaf.



Figure 1. Overview of our method used in the ICCV 2023 CVPPA Challenge-Hierarchical Panoptic Segmentation of Crops and Weeds.

2. Method
The overview of our method used in the ICCV 2023

CVPPA Challenge-Hierarchical Panoptic Segmentation of
Crops and Weeds is shown in Figure 1.

2.1. Data Augmentation

Offline data augmentation. The original training set of
PhenoBench[7] has 1407 images, and the validation set has
772 images, which is limited. To expand the training data,
we first randomly sample 385 images from the validation set
to add to the training set, which now contains 1792 images.
Then, we employ the rotation of 90 degrees, 180 degrees,
and 270 degrees to further expand the expanded training set,
deriving 4 times training data as our final training set which
has 7168 images. And the rest of the validation set contains
387 images, used to select well-trained weights.
Online data augmentation. To improve the generaliza-
tion of the model, we also introduce random resize between
0.5 and 2.0, random crop to the original training size, and
random horizontal flipping with a probability of 0.5. The
online data augmentation can also help the performance of
multi-scale and flip testing.

2.2. Model Architecture

Figure 2 shows the original Mask2former [2] architec-
ture, which consists of a backbone, a pixel decoder, and a
transformer decoder. We replace its originally used back-

bone Swin-Large [4] with BEiTv2-Large[5] with a visual
adapter[1], to pursue more representative low-resolution
image features. The pixel decoder gradually upsamples
low-resolution features from the output of the backbone to
generate high-resolution per-pixel embeddings with resolu-
tion 1/32, 1/16, and 1/8 of the original image, using the fea-
ture pyramid. At the same time, a sinusoidal positional em-
bedding and a learnable scale-level embedding are added
for each resolution. The transformer decoder includes a
masked attention operator, which extracts localized features
by constraining cross attention within the foreground region
of the predicted mask for each query, instead of attending to
the full feature map.

To make the original Mask2former have the capacity to
get a simultaneous instance segmentation of the whole ob-
ject and each part, we add an additional parallel transformer
decoder which is the same as the original one. Then, one
of the double transformer decoders is used to perform the
whole crop panoptic segmentation, and the else is employed
for the leaf panoptic segmentation. Both of them are indi-
vidual while sharing the same backbone and the same pixel
decoder, since the backbone and the pixel decoder are used
to extract and fine image features. Before training, we ini-
tialize our model using the COCO-trained [3] weight prior,
which enhances the fundamental performance while short-
ening the training period. Similar to the crop transformer
decoder, the additional leaf transformer decoder initializes
using the copied pre-trained weight. The total loss is the



Table 1. Final performance on the test leaderboard.

Rank User PQ+ PQ PQ(crop) PQ(leaf) IoU(weed) IoU(soil)

1 IPIU-XDU 82.62 78.45 82.04 74.86 74.13 99.44
2 chgiang 81.33 77.73 81.66 73.81 70.66 99.18
3 RGueldenring 81.06 77.4 81.82 72.98 70.1 99.35

average of the losses of the whole crop and the leaf.

Figure 2. The overall of the original Mask2former [2].

2.3. Test-time Augmentation

Before introducing the test-time augmentation (TTA),
we observe that the performance of directly using the
panoptic segmentation output is worse than converting the
instance segmentation output to the panoptic segmenta-
tion output. Thus, we design a post-precess based on the
confidence threshold δconf and the Intersection-over-Union
(IoU) threshold δiou. Specifically, for the whole crop in-
stance segmentation output, we first remove the same pre-
dicted object in the same image, and then we sort the object-
level predictions according to their box confidence in de-
scending order. After that, we filter the boxes whose confi-
dence scores are lower than δconf = 0.8. Finally, the IoU
between the highest score box and the remaining boxes is
calculated from the highest score box downwards. If the
value is less than δiou = 0.8, the box with a low score
is deleted. Now, the conversion from instance segmenta-
tion output to panoptic segmentation output is completed
by simply setting the corresponding mask value to a unique
ID according to the sort index of the box. For the conversion
of leaf, δconf and δiou are set to 0.4 and 0.8 respectively.

For different tasks of semantic segmentation, panoptic
segmentation of the whole crop, and panoptic segmentation
of the leaf, we designed three TTA strategies as below.
Hard voting. We first use nine scales of x1.0, x1.25, x1.5,
x1.75, x2.0, x2.25, x2.5, x2.75, x3.0 times the training size
to predict, and then re-scale the results to normal size. Fi-
nally, following the principle that the minority is subordi-

nate to the majority, we merge the nine predictions using
hard voting.
Large-size testing. For the whole crop instance segmenta-
tion, we find that only using x1.25 times the training size
to predict performs better than using other scales to predict
or merge the results based on weighted boxes fusion (WBF)
and mask voting.
WBF and mask voting. Multi-scale testing and horizontal
flipping are two common TTAs to boost the improvement
of the model during inference. Benefiting from the online
data augmentation, we gradually increase the inference size
and find that the model performance continues to improve.
We perform 5 scales of x1.0, x1.125, x1.25, x1.375, and
x1.5 times the training size to predict. In addition, we apply
an additional horizontal flip to these 5 scales for prediction,
and the resulting 10 predictions are used in the subsequent
WBF and mask voting. During WBF, we additionally aver-
age the binary mask of prediction boxes participating in the
weighted fusion. Now that the fused binary mask has been
normalized to 0 to 1, we set a mask threshold δmask = 0.25
to export the final binary mask.

3. Experimental Results

3.1. Implementation Details

MMdetection is employed to implement the proposed
method. All experiments are conducted on 8 NVIDIA
V100. The model is optimized by AdamW with a base
learning rate of 0.0001, weight decay of 0.05, and batch
size of 8. The training image base size is set to 1280x1280.
1× standard training schedule is employed. other details
please refer to Sec 2.

3.2. Experimental results

The final submissions on the test leaderboard are shown
in Table 1, our method achieves the best performance with
PQ+ = 82.62, surpassing others by a large margin. Ta-
ble 2 shows the effectiveness of each component of our
method, indicating that the proposed strategies can benefit
from shared information of multi-task learning.
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